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Application Health Check

Introduction

An application wellness check has been initiated to notify all interested parties if their application is functioning properly. Currently this is accomplished by using the Infrastructure Health Check Tool along with a manual process. In the future, the Department of Human Services (DHS) plans to incorporate VitalSuite’s Automon/Phantom Scripting to aid in accomplishing this task. Phantom provides features needed for automating repetitive tasks even when the applications needed to perform the tasks were designed without automated or unattended operation in mind.

Purpose

The purpose of this process is to check the availability of mission critical applications on the enterprise platform and to answer the how, who, what, where and when questions regarding the health of the applications.
Health Check Process

Infrastructure Health Check Tool

· Web Services – Checks the status of the IIS Servers

· Application Services – Checks status of Window Services ie DTC, Indexing, Oracle recovery etc.

· Database Services – Checks status of Database Servers (Oracle and SQL Server

· Unified Security Services – Checks status of Siteminder Services on Policy Servers.

· Middleware Services – Future enhancement – Checks status of Middleware Services

If errors are encountered in any of the five areas listed above, emails are sent informing the responsible parties who will then take steps to correct the problem. If no errors are encountered an email is sent to all affected parties informing them the applications are available and ready for the opening of business day.  

· Before the start of business Operations staff manually accesses a list of mission critical URL’s.

· If an application runs in a Network Load Balanced (NLB) environment, the script will check both nodes using the machine names. This will rule out the situation where one of the nodes is down and NLB just happens to direct the script to the one node which is functioning properly.

Outlined below is the process which currently supports the Production Infrastructure and Application Health check method.  
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Outlined below is the process which currently supports the Production Availability Notification Process.
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VitalSuite Automon/Phantom Scripting

The process continues with the Application Development team meeting with the Vital Automon/Phantom Team to decide on the critical functions of their particular application. The information which needs to be collected consists of:

· Application Name

· Application Function

· Functional Description

· URL/Process/Login Information

· Login and Passwords

· Contact Information

· Health Check Frequency
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