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Abstract:
Introduction

This document has been prepared after discussions between Deloitte and the Office of Information Systems pertaining to batch monitoring and notification.

Purpose

This document outlines the processes and related policies that will be implemented in order to support HCSIS batch jobs. It provides reference to documents that provide guidance on the creation and maintenance of batch jobs, as well as technical standards and policies, and describes escalation procedures for the HCSIS batch jobs.

General:

HCSIS batch breakdown by subsystem:

· AGxxxxxx – HCSIS PDA jobs

· ALxxxxxx – HCSIS alerts jobs

· CIxxxxxx – HCSIS-CIS Interface jobs

· DWxxxxxx – Data warehouse batch jobs


· ETxxxxxx – HCSIS extract jobs

· HFIxxxxxx – HCSIS financial jobs

· IMxxxxxx – HCSIS incident management jobs

· ISxxxxxx – HCSIS ISP jobs

· ITxxxxxx – HCSIS provider jobs

· MQxxxxxx – HRP batch jobs
· NTxxxxxx – HCSIS notices jobs

· PRxxxxxx – HCSIS provider jobs

· PM – PROMISe Interface batch jobs
· QMxxxxxx – HCSIS HRP jobs

· RExxxxxx – HCSIS registration jobs

· RPxxxxxx – HCSIS reports

· SCxxxxxx – HCSIS SC/TSM jobs

· USxxxxxx – HCSIS-USEC batch jobs

· UTxxxxxx – HCSIS utilities

HCSIS batch naming convention:

HCSIS batch jobs are named based on batch job functionality and which subsystem the batch job is designed for. Refer (HCSIS batch breakdown by subsystem) section for more details.

If the batch job needs to be scheduled in a day more than once use following naming convention - < XX000000_HHMM>. 

Example: Batch jobs IM000004 is scheduled in twice a day (0010 and 1210 hrs). Then in OpCon it needs to be scheduled as IM000004_0010 & IM000004_1210.  Due to maximum length of naming, the OpCon job name may remove the underscore if necessary.

The HHMM and will help relate the log files for the batch job and help us identify the status of the batch job in Opcon for each run of the batch job.

The following documents provide more guidance around general batch procedures and are all located in the OMRDOCS folder on \\pwmrhbgdev01\omrdocs\batch:

· For documentation on creating and modifying batch jobs please refer to the HCSIS batch coding manual and the HCSIS batch handbook

· For architecture as well as standards and policies, use the HNET batch architecture manual

· For ACD procedures, use the Batch Requests Procedures document

· For the ACD request form, use the batch ACD request form

· For batch promotion procedures, use the Batch Promotion Procedures document.

· For daily batch support, use the HCSIS Batch Log Review Process

· For offline report support, see the Offline Reports On-Call Troubleshooting Guide
Procedure:
HCSIS Batch Schedule Requirements 

*All jobs are classified by Tier to denote level of importance. See escalation procedures below for a description
	Job Id
	Description
	Job Dependencies (predecessor)
	Dependent Jobs (successor)
	Frequency
	Run time (24H Format)
	Expected Run Time length (in minutes)
	Input File
	Output File
	Resolution        /Escalation Process
	HCSIS On-call support instructions

	AG000001
	The purpose of this job is to move all zip files found at the UNC: apps\HCSIS\Web Application\Custom\DataExchange\Aging\In to apps\HCSIS\Application\Batch\Data\Aging\DataFiles. The Argus file watcher looks for trigger file finish.end in \\pwishbgiis32\Apps\HCSIS\WebApplication\Custom\DataExchange\Aging\In prior to starting.
This job is only added to the HCSIS PROD schedule upon the arrival of the trigger file (finish.end) in the input folder.  This is accomplished by a $AG000001:ADD event from the Argus FileWatcher. The job also utilizes a threshold (int-thresh, sat-thresh, tfp-thresh, prod-thresh) which prevents the job from running during business hours. 

	N/A
	AG000002
	5 days a week (M
	19:00
	1
	finish.end
	Log file
	Tier3: The escalation procedures described below should be followed.
	Ask Operations personnel to e-mail you log file. If they do, check the log and determine the reason for failure. If the job stopped abruptly, ask Operations to restart it again. If the jobs encountered a different error, wait until the next morning and inform the track lead of the failure. Also include the failure in the daily batch status report.

Cancel job for previous day if no zip file(s) and finish.end exists in \\pwishbgiis32\Apps\HCSIS\WebApplication\Custom\DataExchange\Aging\In folder i.e. Since no input files are received aging batch job AG000001 would not run and status would be “Wait Threshold/Resource Dependency”. Cancel all dependent batch jobs along with AG000001 for the previous day.

	AG000002
	The purpose of this job is to unzip all zip files found in apps\HCSIS\Application\Batch\Data\Aging\DataFiles and extract the files to apps\HCSIS\Application\Batch\Data\Aging\XmlFiles
This job is only added to the HCSIS PROD schedule upon the successful completion of AG000001.  This is accomplished by a post event $AG000002:ADD on the Finished OK event of AG000001.  
	AG000001
	AG000003
	5 days a week (M
	 
	1
	None
	Log file
	Tier3: The escalation procedures described below should be followed.
	Ask Operations personnel to e-mail you log file. If they do, check the log and determine the reason for failure. If the job stopped abruptly, ask Operations to restart it again. If the jobs encountered a different error, wait until the next morning and inform the track lead of the failure. Also include the failure in the daily batch status report

	AG000003
	The purpose of this job is to validate the xml files and extract the data from the XML file into the staging tables when the file is valid.
This job is only added to the HCSIS PROD schedule upon the successful completion of AG000002.  This is accomplished by a post event $AG000003:ADD on the Finished OK event of AG000002.
	AG000002
	AG000004
	5 days a week (M-F)
	 
	30
	None
	Log file
	Tier3: The escalation procedures described below should be followed.
	Ask Operations personnel to e-mail you log file. If they do, check the log and determine the reason for failure. If the job stopped abruptly, ask Operations to restart it again. If the jobs encountered a different error, wait until the next morning and inform the track lead of the failure. Also include the failure in the daily batch status report

	AG000004
	The purpose of this job is to validate the data that is extracted from the XML file against the date in MCI, MPI, and HCSIS and save the valid data to HCSIS-PDA operational tables.
This job is only added to the HCSIS PROD schedule upon the successful completion of AG000003.  This is accomplished by a post event $AG000004:ADD on the Finished OK event of AG000003.
	AG000003
	AG000005
	5 days a week (M-F)
	 
	52
	None
	Log file
	Tier3: The escalation procedures described below should be followed.
	Ask Operations personnel to e-mail you log file. If they do, check the log and determine the reason for failure. If the job stopped abruptly, ask Operations to restart it again. If the jobs encountered a different error, wait until the next morning and inform the track lead of the failure. Also include the failure in the daily batch status report

	AG000005
	The purpose of this job is to generate the transaction report for the files that are processed by AG000004. The transaction report is generated for each AAA that has data in the file that is sent by PDA. The job then zips all the report files into one zip file and saves the file to apps\HCSIS\Application\Batch\Data\Aging\Reports and apps\HCSIS\Web Application\Custom\DataExchange\Aging\Out
This job is only added to the HCSIS PROD schedule upon the successful completion of AG000004.  This is accomplished by a post event $AG000005:ADD on the Finished OK event of AG000004.
	AG000004
	 N/A
	5 days a week (M-F)
	 
	2
	None
	Log file
	Tier3: The escalation procedures described below should be followed.
	Ask Operations personnel to e-mail you log file. If they do, check the log and determine the reason for failure. If the job stopped abruptly, ask Operations to restart it again. If the jobs encountered a different error, wait until the next morning and inform the track lead of the failure. Also include the failure in the daily batch status report

	AG000008
	The purpose of this job is to delete data from the PDA staging tables which are 7 days old.
	N/A
	N/A
	Once a week (Saturday) Note- On Hold indefinitely
	19:00
	1
	None
	Log file
	Tier3: The escalation procedures described below should be followed.
	Ask Operations personnel to e-mail you log file. If they do, check the log and determine the reason for failure. If the job stopped abruptly, ask Operations to restart it again. If the jobs encountered a different error, wait until the next morning and inform the track lead of the failure. Also include the failure in the daily batch status report

	AG000009
	Deletes and updates plan-less services for PDA care plan
	N/A
	N/A
	5 days a week (Tue-Sat)
	02:00
	5
	None
	Log file
	Tier3: The escalation procedures described below should be followed.
	Ask Operations personnel to e-mail you log file. If they do, check the log and determine the reason for failure. If the job stopped abruptly, ask Operations to restart it again. If the jobs encountered a different error, wait until the next morning and inform the track lead of the failure. Also include the failure in the daily batch status report

	AG000010
	Generation Utilization Extract for the PDA
	N/A
	N/A
	1st of every month including Saturday, Sunday and State Holidays
	21:00
	240 min.
	None
	Log file
	Tier3: The escalation procedures described below should be followed.
	If the job stopped abruptly, ask Operations to restart it again. If the jobs encountered a different error, wait until the next morning and inform the track lead of the failure. Also include the failure in the daily batch status report

	AL000000
	The purpose of this job is to generate an alert that an authorization decision has been recorded in HCSIS (OMR Only).
	N/A
	N/A
	6 days a week (M-Sat)
	23:00
	1
	None
	Log file
	Tier 1: The escalation procedures described below should be followed.
	Ask Operations personnel to e-mail you log file. If they do, check the log and determine the reason for failure. If the job stopped abruptly, ask Operations to restart it again. Otherwise, wait until the next morning and inform the track lead of the failure. Also include the failure in the daily batch status report

	AL000002
	The purpose of this batch job is to generate alert for monitoring deadline pending – Individual’s who’s monitoring requirements have not been met for current Quarter.
	N/A
	N/A
	5 days a week (M-Sat)
	23:00
	10
	None
	None
	Tier 1: The escalation procedures described below should be followed.
	Ask Operations personnel to e-mail you log file. If they do, check the log and determine the reason for failure. If the job stopped abruptly, ask Operations to restart it again. Otherwise, wait until the next morning and inform the track lead of the failure. Also include the failure in the daily batch status report

	AL000003
	The purpose of this job is to generate an alert for all consumers’ who’s ISP expires in 5 days (OMR Only).
	N/A
	N/A
	6 days a week (M-Sat)
	23:15
	1
	None
	Log file
	Tier 1: The escalation procedures described below should be followed.
	Ask Operations personnel to e-mail you log file. If they do, check the log and determine the reason for failure. If the job stopped abruptly, ask Operations to restart it again. Otherwise, wait until the next morning and inform the track lead of the failure. Also include the failure in the daily batch status report

	AL000004
	The purpose of this job is to generate an alert when a provider adds a service or removes a service from their offering in any county.
	N/A
	N/A
	6 days a week (M-Sat)
	23:30
	1
	None
	Log file
	Tier 1: The escalation procedures described below should be followed.
	Ask Operations personnel to e-mail you log file. If they do, check the log and determine the reason for failure. If the job stopped abruptly, ask Operations to restart it again. Otherwise, wait until the next morning and inform the track lead of the failure. Also include the failure in the daily batch status report

	AL000005
	The purpose of this job is to generate an alert to the SC for the annual individual plan review when not submitted for approval within 30 days of end date (OMR Only).
	N/A
	N/A
	Once a week (Saturday)
	23:20
	1
	None
	Log file
	 Tier 1: In the event of failure, users will not get this alert. A query to determine which SC’s and what consumer plans are affected by the alert should be run in PROD to produce a list to be sent to the SC’s. The escalation procedures described below should be followed. 
	Ask Operations personnel to e-mail you log file. If they do, check the log and determine the reason for failure. If the job stopped abruptly, ask Operations to restart it again. Otherwise, wait until the next morning and inform the track lead of the failure. Also include the failure in the daily batch status report

	AL000006
	The purpose of this job is to generate an alert for consumers’ whose plan is not approved within 30 days of waiver eligibility (OMR Only). 
	N/A
	N/A
	Once a week (Saturday)
	23:40
	7
	None
	Log file
	Tier 1: The escalation procedures described below should be followed.
	Ask Operations personnel to e-mail you log file. If they do, check the log and determine the reason for failure. If the job stopped abruptly, ask Operations to restart it again. Otherwise, wait until the next morning and inform the track lead of the failure. Also include the failure in the daily batch status report

	AL000007
	The purpose of this job is to physically delete all expired and logically deleted alerts.
	N/A
	N/A
	5 days a week (M-F)
	22:30
	1
	None
	Log file
	Tier 2: The escalation procedures described below should be followed.
	Ask Operations personnel to e-mail you log file. If they do, check the log and determine the reason for failure. If the job stopped abruptly, ask Operations to restart it again. Otherwise, wait until the next morning and inform the track lead of the failure. Also include the failure in the daily batch status report

	AL000008
	The purpose of this job is to generate an alert for annual physical reviews within 60 days (OMR/OMAP/OSP).
	N/A
	N/A
	Once a week (Saturday)
	23:10
	1
	None
	Log file
	Tier 1: The escalation procedures described below should be followed.
	Ask Operations personnel to e-mail you log file. If they do, check the log and determine the reason for failure. If the job stopped abruptly, ask Operations to restart it again. Otherwise, wait until the next morning and inform the track lead of the failure. Also include the failure in the daily batch status report

	AL000016
	The purpose of this job is to remind OMAP users that the reserve to encumbrance process needs to be run
	N/A
	N/A
	Once a year (annually on June 30)

If June 29th happens to be maintenance Sunday, then this job would fall into the maintenance window. The job must be put on hold and released after maintenance is over.
	1:00
	1
	None
	Log file
	Tier 1: The escalation procedures described below should be followed.
	Ask Operations personnel to e-mail you log file. If they do, check the log and determine the reason for failure. If the job stopped abruptly, ask Operations to restart it again. Otherwise, wait until the next morning and inform the track lead of the failure. Also include the failure in the daily batch status report

	AL000017
	The purpose of this job is to remind the users that the follow-up required case comment is due in 7 days
	N/A
	N/A
	6 days a week (T-Sun)
	0:30
	1
	None
	Log file
	Tier 1: The escalation procedures described below should be followed.
	Ask Operations personnel to e-mail you log file. If they do, check the log and determine the reason for failure. If the job stopped abruptly, ask Operations to restart it again. Otherwise, wait until the next morning and inform the track lead of the failure. Also include the failure in the daily batch status report

	AL000018
	PP&A Headquarter role needs to receive alerts


	N/A
	N/A
	5 Days a week (Tue – Sat)
	23:00
	< 30
	None
	Log File
	Tier3: The escalation procedures described below should be followed.
	Ask Operations personnel to e-mail you log file. If they do, check the log and determine the reason for failure. If the job stopped abruptly, ask Operations to restart it again. If the jobs encountered a different error, wait until the next morning and inform the track lead of the failure. Also include the failure in the daily batch status report

	AL000019
	The purpose of this job is to generate the alert “LOC reassessment must be completed and details of the new MR-251 must be entered within 60 days”.

	N/A
	N/A
	5 Days a week (Mon – Fri)
	20:00
	5
	None
	Log File
	Tier3: The escalation procedures described below should be followed.
	Ask Operations personnel to e-mail you log file. If they do, check the log and determine the reason for failure. If the job stopped abruptly, ask Operations to restart it again. If the jobs encountered a different error, wait until the next morning and inform the track lead of the failure. Also include the failure in the daily batch status report

	AL000020
	The purpose of this job is to generate the alert “Annual Physical must be completed and details of the new Annual Physical must be entered within 60 days.” 


	N/A
	N/A
	5 Days a week (Mon – Fri)
	20:00
	5
	None
	Log File
	Tier3: The escalation procedures described below should be followed.
	Ask Operations personnel to e-mail you log file. If they do, check the log and determine the reason for failure. If the job stopped abruptly, ask Operations to restart it again. If the jobs encountered a different error, wait until the next morning and inform the track lead of the failure. Also include the failure in the daily batch status report

	CI000001 
	The purpose of this job is to delete the DataFiles folder under the folder.\Apps\HCSIS\Application\Batch\data\CIS\ if present. It purges the HCSIS CIS Interface staging table and then repopulates the data with consumers for an MR Base and ACT 150 consumers.
	 N/A
	CI000003
	5 days a week (M-F) (not on state/federal holidays)
	17:00
	1
	 None
	Log file
	Tier 1: The escalation procedures described below should be followed.
	Ask Operations personnel to e-mail you log file. If they do, check the log and determine the reason for failure. If the job stopped abruptly, ask Operations to restart it again. Otherwise, wait until the next morning and inform the track lead of the failure. Also include the failure in the daily batch status report

	CI000002 
	The purpose of this job is to identify consumers who are new to CIS and consumers who have open records since their last upload to CIS as Closed, updates the HCSIS CIS Interface table as Open or New and generate an Open/New text file named HCSOPNMMDDYYYY.txt under the folder ..\Apps\HCSIS\Application\Batch\data\CIS\Datafiles
	CI000006
	CI000004
	5 days a week (M-F) (not on state/federal holidays)
	N/A
	1
	None
	Log file
	Tier 1: The escalation procedures described below should be followed.
	Ask Operations personnel to e-mail you log file. If they do, check the log and determine the reason for failure. If the job stopped abruptly, ask Operations to restart it again. Otherwise, wait until the next morning and inform the track lead of the failure. Also include the failure in the daily batch status report

	CI000003 
	The purpose of this job is to identify consumers who have closed records since their initial upload to CIS and updates closed records in HCSIS CIS Interface log and create a Closed text named HCSCLSMMDDYYY.txt file under the folder ..\Apps\HCSIS\Application\Batch\data\CIS\Datafiles
	CI000001
	CI000006
	5 days a week (M-F) (not on state/federal holidays)
	NA
	1
	None
	Log file
	Tier 1: The escalation procedures described below should be followed.
	Ask Operations personnel to e-mail you log file. If they do, check the log and determine the reason for failure. If the job stopped abruptly, ask Operations to restart it again. Otherwise, wait until the next morning and inform the track lead of the failure. Also include the failure in the daily batch status report

	CI000004 
	The purpose of this job is to identify consumers for changed records in HCSIS, which were previously sent to CIS via the Open/New File, to CIS and update the HCSIS CIS Interface table as maintenance and create a maintenance file named HCSCHNMMDDYYY.txt under the folder ..\Apps\HCSIS\Application\Batch\data\CIS\Datafiles
	CI000002
	CI000005
	5 days a week (M-F) (not on state/federal holidays)
	NA
	1
	None
	Log file
	Tier 1: The escalation procedures described below should be followed.
	Ask Operations personnel to e-mail you log file. If they do, check the log and determine the reason for failure. If the job stopped abruptly, ask Operations to restart it again. Otherwise, wait until the next morning and inform the track lead of the failure. Also include the failure in the daily batch status report

	CI000005 
	The purpose of this job is to generate a zip file named HCSISCISMMDDYYYY.zip of the three files Open/New/Closed and put on the folder:                                               ..\apps\HCSIS\WebApplication\Custom\DataExchange\CIS\out and delete the folder named Datafiles from the folder       ..\Apps\HCSIS\Application\Batch\data\CIS\Datafiles.
	N/A
	 N/A
	5 days a week (M-F) (not on state/federal holidays)
	NA
	1
	None
	Log file
	Tier 1: The escalation procedures described below should be followed.
	Ask Operations personnel to e-mail you log file. If they do, check the log and determine the reason for failure. If the job stopped abruptly, ask Operations to restart it again. Otherwise, wait until the next morning and inform the track lead of the failure. Also include the failure in the daily batch status report

	CI000006
	The purpose of this job is to call MCI Proxy to get the MCI Case ID for new Individuals and then update the same value in table T_CNSR_CIS_INTFC_STAGE table.
	CI000003
	CI000002
	5 Days
	NA
	5
	None
	Log file
	Tier 1: The escalation procedures described below should be followed.
	Ask Operations personnel to e-mail you log file. If they do, check the log and determine the reason for failure. If the job stopped abruptly, ask Operations to restart it again. Otherwise, wait until the next morning and inform the track lead of the failure. Also include the failure in the daily batch status report

	CI000007
	The purpose of this batch job is to generate a zip file named CISERR+MM/DD/YYYY.zip from the CIS error files in the \apps\HCSIS\Web Application\Custom\DataExchange\CIS\IN folder and place them in the folder \apps\HCSIS\Application\Batch\Data\CIS\CISExceptions. After the zip file is created, all the files will be deleted from the \apps\HCSIS\Web Application\Custom\DataExchange\CIS\IN folder.
	N/A
	N/A
	5 Days a week (Mon – Fri)
	NA
	5
	None
	Log file
	Tier 1: The escalation procedures described below should be followed.
	Call Operations and ask them to send you the log file. If the cause of the failure is a server reboot, then ask them to restart the job. Otherwise, no action should be taken.

	DW000001
	Batch job to create requests in the database for Provider IMREPs.
	N/A
	N/A
	6 days a week (M-Sat)
	22:30
	
	
	
	Tier3: The escalation procedures described below should be followed.
	Ask Operations personnel to e-mail you log file. If they do, check the log and determine the reason for failure. If the job stopped abruptly, ask Operations to restart it again. Otherwise, wait until the next morning and inform the track lead of the failure. Also include the failure in the daily batch status report

	DW000002
	Batch job to copy data warehouse report files from DWStage to DWReports folder.
	N/A
	N/A
	6 days a week (M-Sat)
	21:30
	
	
	
	Tier3: The escalation procedures described below should be followed.
	

	DW000003
	Batch job to create requests in the database for Provider IMREPs.
	N/A
	N/A
	6 days a week (M-Sat)
	20:30
	
	
	
	Tier3: The escalation procedures described below should be followed.
	Ask Operations personnel to e-mail you log file. If they do, check the log and determine the reason for failure. If the job stopped abruptly, ask Operations to restart it again. Otherwise, wait until the next morning and inform the track lead of the failure. Also include the failure in the daily batch status report

	ET000001
	The purpose of this job is to fulfill HCSIS Consumer Demographics data extract requests and generate extract files for users to download.
	N/A
	ET000002
	6 days a week (Tue-Sun)
	00:00
	1
	None
	Log file
	Tier 1: The escalation procedures described below should be followed.
	Ask Operations personnel to restart job if it fails. The next morning, the failure caused must be investigated and a list of impacted users should be included in the daily batch status report. You can obtain the list of impacted users by writing a simple SQL statement to retrieve all failed or new requests requested on the previous day from the T_DATA_EXRCT table

	ET000002
	The purpose of this job is to fulfill HCSIS Eligibility data extract requests and generate extract files for users to download.
	ET000001
	ET000003
	6 days a week (Tue-Sun)
	N/A
	1
	None
	Log file
	Tier 1: The escalation procedures described below should be followed.
	Ask Operations personnel to restart job if it fails. The next morning, the failure caused must be investigated and a list of impacted users should be included in the daily batch status report. You can obtain the list of impacted users by writing a simple SQL statement to retrieve all failed or new requests requested on the previous day from the T_DATA_EXRCT table

	ET000003
	The purpose of this job is to fulfill HCSIS Provider Demographics data extract requests and generate extract files for users to download.
	ET000002
	N/A
	6 days a week (Tue-Sun)
	N/A
	1
	None
	Log file
	Tier 1: The escalation procedures described below should be followed.
	Ask Operations personnel to restart job if it fails. The next morning, the failure caused must be investigated and a list of impacted users should be included in the daily batch status report. You can obtain the list of impacted users by writing a simple SQL statement to retrieve all failed or new requests requested on the previous day from the T_DATA_EXRCT table

	ET000004
	The purpose of this job is to fulfill HCSIS Services and Rates data extract requests and generate extract files for users to download.
	N/A
	ET000011
	6 days a week (M-Sat)
	18:00
	1
	None
	Log file
	Tier 1: The escalation procedures described below should be followed.
	Ask Operations personnel to restart job if it fails. The next morning, the failure caused must be investigated and a list of impacted users should be included in the daily batch status report. You can obtain the list of impacted users by writing a simple SQL statement to retrieve all failed or new requests requested on the previous day from the T_DATA_EXRCT table

	ET000005
	The purpose of this job is to fulfill HCSIS ISP data extract requests and generate extract files for users to download.
	N/A
	ET000006
	6 days a week (M-Sat)
	19:00
	1
	None
	Log file
	Tier 1: The escalation procedures described below should be followed.
	Ask Operations personnel to restart job if it fails. The next morning, the failure caused must be investigated and a list of impacted users should be included in the daily batch status report. You can obtain the list of impacted users by writing a simple SQL statement to retrieve all failed or new requests requested on the previous day from the T_DATA_EXRCT table

	ET000006
	The purpose of this job is to fulfill HCSIS ISP Assessment data extract requests and generate extract files for users to download.
	ET000005
	N/A
	6 days a week (M-Sat)
	N/A
	2
	None
	Log file
	Tier 1: The escalation procedures described below should be followed.
	Ask Operations personnel to restart job if it fails. The next morning, the failure caused must be investigated and a list of impacted users should be included in the daily batch status report. You can obtain the list of impacted users by writing a simple SQL statement to retrieve all failed or new requests requested on the previous day from the T_DATA_EXRCT table

	ET000007
	The purpose of this job is to fulfill HCSIS Personal Plan Information data extract requests and generate extract files for users to download.
	ET000012
	ET000009
	6 days a week (M-Sat)
	N/A
	6
	None
	Log file
	Tier 1: The escalation procedures described below should be followed.
	Ask Operations personnel to restart job if it fails. The next morning, the failure caused must be investigated and a list of impacted users should be included in the daily batch status report. You can obtain the list of impacted users by writing a simple SQL statement to retrieve all failed or new requests requested on the previous day from the T_DATA_EXRCT table

	ET000008
	The purpose of this job is to fulfill HCSIS Incident Management data extract requests and generate extract files for users to download.
	N/A
	ET000010
	6 days a week (M-Sat)
	18:30
	27
	None
	Log file
	Tier 1: The escalation procedures described below should be followed.
	Ask Operations personnel to restart job if it fails. The next morning, the failure caused must be investigated and a list of impacted users should be included in the daily batch status report. You can obtain the list of impacted users by writing a simple SQL statement to retrieve all failed or new requests requested on the previous day from the T_DATA_EXRCT table

	ET000009
	The purpose of this job is to fulfill HCSIS PUNS data extract requests and generate extract files for users to download.
	ET000007
	N/A
	6 days a week (M-Sat)
	
	6
	None
	Log file
	Tier 1: The escalation procedures described below should be followed.
	Ask Operations personnel to restart job if it fails. The next morning, the failure caused must be investigated and a list of impacted users should be included in the daily batch status report. You can obtain the list of impacted users by writing a simple SQL statement to retrieve all failed or new requests requested on the previous day from the T_DATA_EXRCT table

	ET000010
	The purpose of this job is to fulfill HCSIS Case Comments data extract requests and generate extract files for users to download.
	ET000008
	N/A
	6 days a week (M-Sat)
	N/A
	46
	None
	Log file
	Tier 1: The escalation procedures described below should be followed.
	Ask Operations personnel to restart job if it fails. The next morning, the failure caused must be investigated and a list of impacted users should be included in the daily batch status report. You can obtain the list of impacted users by writing a simple SQL statement to retrieve all failed or new requests requested on the previous day from the T_DATA_EXRCT table

	ET000011
	The purpose of this job is to fulfill HCSIS Individual Budget Statement data extract requests and generate extract files for users to download.
	ET000004
	ET000013
	6 days a week (M-Sat)
	18:00
	2
	None
	Log file
	Tier 1: The escalation procedures described below should be followed.
	Ask Operations personnel to restart job if it fails. The next morning, the failure caused must be investigated and a list of impacted users should be included in the daily batch status report. You can obtain the list of impacted users by writing a simple SQL statement to retrieve all failed or new requests requested on the previous day from the T_DATA_EXRCT table

	ET000012
	The purpose of this job is to fulfill HCSIS HRP data extract requests and generate extract files for users to download.
	N/A
	ET000007
	6 days a week (M-Sat)
	22:00
	1
	None
	Log file
	Tier 1: The escalation procedures described below should be followed.
	Ask Operations personnel to restart job if it fails. The next morning, the failure caused must be investigated and a list of impacted users should be included in the daily batch status report. You can obtain the list of impacted users by writing a simple SQL statement to retrieve all failed or new requests requested on the previous day from the T_DATA_EXRCT table

	ET000013
	The purpose of this job is to fulfill HCSIS OMOC data extract requests and generate extract files for users to download.
	ET000011
	N/A
	6 days a week (M-Sat)
	N/A
	1
	None
	Log file
	Tier 1: The escalation procedures described below should be followed.
	Ask Operations personnel to restart job if it fails. The next morning, the failure caused must be investigated and a list of impacted users should be included in the daily batch status report. You can obtain the list of impacted users by writing a simple SQL statement to retrieve all failed or new requests requested on the previous day from the T_DATA_EXRCT table

	ET000014
	The purpose of this job is to fulfill HCSIS Individual Monitoring data extract requests and generate extract files for users to download. 
	N/A
	N/A
	6 days a week (M-Sat)
	21:00
	3
	None
	Log file
	Tier 1: The escalation procedures described below should be followed.
	Ask Operations personnel to restart job if it fails. The next morning, the failure caused must be investigated and a list of impacted users should be included in the daily batch status report. You can obtain the list of impacted users by writing a simple SQL statement to retrieve all failed or new requests requested on the previous day from the T_DATA_EXRCT table

	ET000015
	The batch job is used for Financial Data extract initialization file.


	N/A
	N/A
	5 Days a week (Mon – Fri)
	20:00
	30
	None
	Log File
	Tier 1: The escalation procedures described below should be followed.
	Ask Operations personnel to restart job if it fails. The next morning, the failure caused must be investigated and a list of impacted users should be included in the daily batch status report. You can obtain the list of impacted users by writing a simple SQL statement to retrieve all failed or new requests requested on the previous day from the T_DATA_EXRCT table

	FI000002
	The purpose of this job is to convert provisional contracts to Real for OMR & OMAP/OSP. It also extends the contracts for OMAP/OSP ending on 6/30 to the next fiscal year
	N/A
	FI000006
	Once a year (annually on June 30)

If June 30th happens to be maintenance Sunday, then this job would fall into the maintenance window. A special request to run this job prior to the 6:00 pm must be sent to scheduling.
	19:30
	1
	None
	Log file
	Tier 2: The escalation procedures described below should be followed.
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then ask Operations to restart the job. Otherwise, inform Operations that no action should be taken and that the problem will be investigated the next morning

	FI000005
	The purpose of this job is to process OMR utilization/claims 
	N/A
	N/A
	7 days a week (Mon -Sun)
	01:00
	1
	None
	Log file
	Tier 2: The escalation procedures described below should be followed.
	Call Operations back and inform them that the cause of failure will be investigated the next morning. Inform the track lead of this failure first thing in the morning and report it in the batch status report.

	FI000006
	The purpose of this job is to generate the exception report for FI000002
	FI000002
	N/A
	Once a year (annually on June 30)

If June 30th happens to be maintenance Sunday, then this job would fall into the maintenance window. A special request to run this job prior to the 6:00 pm must be sent to scheduling.
	
	
	None
	Log file
	Tier 3: The escalation procedures described below should be followed.
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then ask Operations to restart the job. Otherwise, inform Operations that no action should be taken and that the problem will be investigated the next morning

	FI000007
	The purpose of this job is to push service records to the pricing table for OMAP/OSP
	N/A
	N/A
	6 days a week (M-Sat)
	22:15
	1
	None
	Log file
	Tier 2: The escalation procedures described below should be followed.
	Call Operations back and inform them that the cause of failure will be investigated the next morning. Inform the track lead of this failure first thing in the morning and report it in the batch status report.

	FI000008
	The purpose of this job is to push service records to the pricing table for OMR
	N/A
	N/A
	6 days a week (Tue -Sun)
	1:00
	1
	None
	Log file
	Tier 2: The escalation procedures described below should be followed.
	Call Operations back and inform them that the cause of failure will be investigated the next morning. Inform the track lead of this failure first thing in the morning and report it in the batch status report.

	FI000009
	The purpose of this job is to process OMAP/OSP utilization/claims
	N/A
	N/A
	6 days a week (Tue -Sun)
	00:00
	3
	None
	Log file
	Tier 2: The escalation procedures described below should be followed.
	Call Operations back and inform them that the cause of failure will be investigated the next morning. Inform the track lead of this failure first thing in the morning and report it in the batch status report.

	FI000010
	Fiscal Year End Service Contract Extension batch job
	N/A
	N/A
	Not scheduled.  This is run on demand once per year.
	19:30
	
	
	
	Tier 2: The escalation procedures described below should be followed.
	Call Operations back and inform them that the cause of failure will be investigated the next morning. Inform the track lead of this failure first thing in the morning and report it in the batch status report.

	FI000011
	Exception Log for OMAP/OSP Service Contract Extension batch job
	FI000010
	N/A
	Not scheduled.  This is run on demand once per year.
	
	
	
	
	Tier 2: The escalation procedures described below should be followed.
	Call Operations back and inform them that the cause of failure will be investigated the next morning. Inform the track lead of this failure first thing in the morning and report it in the batch status report.

	FI000020
	The purpose of this job is to populate consumer plan balance for ISP+ plans (DOH PAID)

Not Scheduled as DOH is not gone live.
	N/A
	N/A
	6 days a week (M-Sat)
	20:00
	10
	None
	Log File
	Tier 2: The escalation procedures described below should be followed.
	Call operations back and ask them to send you the log file if possible.  If the job stopped abruptly due to a server reboot, then ask Operations to restart the job. Otherwise, inform operations that no action should be taken and that the problem will be investigated the next morning.

	FI000021
	The purpose of this job is to execute utilization process for DOH Program offices.

Not Scheduled as DOH is not gone live.
	N/A
	N/A
	6 days a week (M-Sat)
	20:10
	10
	None
	Log File
	Tier 2: The escalation procedures described below should be followed.
	Call operations back and ask them to send you the log file if possible.  If the job stopped abruptly due to a server reboot, then ask Operations to restart the job. Otherwise, inform operations that no action should be taken and that the problem will be investigated the next morning.

	IM000000
	The purpose of this job is to refresh the table for IM County/Region/BSOF process management screen.
	 N/A
	N/A
	6 days a week (T-Sun)
	1:02
	15
	None
	Log file
	 Tier 1: The escalation procedures described below should be followed.
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then ask Operations to restart the job. Otherwise, inform Operations that no action should be taken and that the problem will be investigated the next morning

	IM000001
	The purpose of this job is to refresh summary tables for the incident aging report.
	 N/A
	 IM000002
	6 days a week (T-Sun)
	2:30
	13
	None
	Log file
	Tier 1: The escalation procedures described below should be followed.
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then ask Operations to restart the job. Otherwise, inform Operations that no action should be taken and that the problem will be investigated the next morning

	IM000002
	The purpose of this job is to refresh the table for Provider/SC/County process management screen.
	 N/A
	N/A
	6 days a week (T-Sun)
	2:30
	3
	None
	Log file
	Tier 1: The escalation procedures described below should be followed.
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then ask Operations to restart the job. Otherwise, inform Operations that no action should be taken and that the problem will be investigated the next morning

	IM000003
	The purpose of this job is to copy responses from the response table (T_RESP) to extract tables where IM extract requests are fulfilled from.
	UT000027
	 N/A
	Once a week (Saturday)
	21:45
	300
	None
	Log file
	Tier 1: The escalation procedures described below should be followed.
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then ask Operations to restart the job. Otherwise, inform Operations that no action should be taken and that the problem will be investigated the next morning. Inform the track lead of this failure and include it in the daily batch status report

	IM000004
	The purpose of this job is to export IM’s certified investigators to the ADT file system.
	 N/A
	N/A
	6 days a week (T-Sun)
	00:10 & 12:10
	1
	None 
	Log file
	 Tier 2: The escalation procedures described below should be followed.
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then ask Operations to restart the job. Otherwise, inform Operations that no action should be taken and that the problem will be investigated the next morning. Inform the track lead of this failure and include it in the daily batch status report

	IS000001
	The purpose of this job is to update the ISP plan with rate changes in the service contract.
	 N/A
	RP000082
RP000106
	6 days a week (M-Sat)
	19:30
	1
	None
	Log file
	Tier 1: The escalation procedures described below should be followed.
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then ask Operations to restart the job. Otherwise, inform Operations that no action should be taken and that the problem will be investigated the next morning. Inform the track lead of this failure and include it in the daily batch status report

	IS000002
	The purpose of this job is to associate consumers’ individual supports plan with his/her waiver eligibility. To create the association, the job is executed fortnightly.
	 N/A
	N/A
	Once in a month (on the 15th)

If the 15th happens to be a maintenance Sunday, A special request should be placed to run this job prior to 6:00 pm

Note- Removed from the opcon schedule. Not used anymore.
	22:00
	1
	None
	Log file
	Tier 4: The escalation procedures described below should be followed.
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then ask Operations to restart the job. Otherwise, inform Operations that no action should be taken and that the problem will be investigated the next morning. Inform the track lead of this failure and include it in the daily batch status report

	IT000000
	The purpose of this job is to purge the provider qualification applications that are 120 days old
	 N/A
	N/A
	6 days a week (M-Sat) begin 3/23/06
	19:00
	5
	None
	Log file
	Tier 4: The escalation procedures described below should be followed.
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then ask Operations to restart the job. Otherwise, inform Operations that no action should be taken and that the problem will be investigated the next morning. Inform the track lead of this failure and include it in the daily batch status report

	IT000003
	The purpose of this job is to clear providers.
	 N/A
	N/A
	6 days a week (Tue-Sun)
	1:00
	1
	None
	Log file
	Tier 1: The providers which were not cleared need to be identified. The escalation procedures described below should be followed.
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then ask Operations to restart the job. Otherwise, inform Operations that no action should be taken and that the problem will be investigated the next morning

	MQ000001
	This job is to process the additional sample request for HRP. 
	 N/A
	MQ000002
	Once a Year
	19:00
	30
	None
	Log file
	 Tier 1: The escalation procedures described below should be followed.
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due to a server reboot, then ask Operations to restart the job. Otherwise, inform Operations that no action should be taken and that the problem will be investigated the next morning. Inform the track lead of this failure and include it in the daily batch status report. Do not run the successor batch job MQ000002 if this job fails.

	MQ000002
	This job is to process the additional sample request for HRP. 
	MQ000001
	MQ000004
	Once a Year
	19:30
	30
	None
	Log file
	 Tier 1: The escalation procedures described below should be followed.
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due to a server reboot, then ask Operations to restart the job. Otherwise, inform Operations that no action should be taken and that the problem will be investigated the next morning. Inform the track lead of this failure and include it in the daily batch status report. Do not run the successor batch job MQ000004 if this job fails.

	MQ000003
	This job is to process the additional sample request for HRP.  HCSIS OMR Coordinator will make at least 46 additional (batch requests) per year.
	 N/A
	N/A
	6 days a week (Tue-Sun)
	2:00
	1
	None
	Log file
	 Tier 1: The escalation procedures described below should be followed.
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then ask Operations to restart the job. Otherwise, inform Operations that no action should be taken and that the problem will be investigated the next morning. Inform the track lead of this failure and include it in the daily batch status report

	MQ000004
	This job is to process the additional sample request for HRP. 
	MQ000002
	N/A
	Once a Year
	20:00
	30
	None
	Log file
	 Tier 1: The escalation procedures described below should be followed.
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due to a server reboot, then ask Operations to restart the job. Otherwise, inform Operations that no action should be taken and that the problem will be investigated the next morning. Inform the track lead of this failure and include it in the daily batch status report.

	NT000001
	The purpose of this job is to generate a notice when ISP services are authorized.
This job has been retired as of 7/30/2007.
	 N/A
	N/A
	6 days a week (M-Sat)
	22:30
	1
	None
	Log file
	Tier 1: The escalation procedures described below should be followed.
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then ask Operations to restart the job. Otherwise, inform Operations that no action should be taken and that the problem will be investigated the next morning

	PM000002
	This batch populates the MCI number in the claims pricing table where null values exist in the pricing table, but not the alternate ID table
	 N/A
	N/A
	6 days a week (Tue-Sun)
	00:00
	1
	None
	Log file
	
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then ask Operations to restart the job. Otherwise, inform Operations that no action should be taken and that the problem will be investigated the next morning

	PR000001
	The purpose of this job is to load providers into transactional tables for the provider directory (SSD).
	 N/A
	PR000010
	6 days a week (Tue-Sun)
	2:25
	1
	None
	Log file
	Tier 2: The escalation procedures described below should be followed.
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then ask Operations to restart the job. Otherwise, inform Operations that no action should be taken and that the problem will be investigated the next morning

	PR000010
	The purpose of this job is to load providers into summary tables for the provider directory (SSD). This depends on PR000001 because it loads the data from the transactional tables PR000001 populates.
	PR000001
	 N/A
	5 days a week (Tue-Sat)
	3:35
	70
	None
	Log file
	Tier 2: The escalation procedures described below should be followed.
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then ask Operations to restart the job. Otherwise, inform Operations that no action should be taken and that the problem will be investigated the next morning

	QM000000
	The purpose of this job is to populate HCSIS tables with IM4Q survey data. 
	UT000027
	N/A
	Once a month (Last Saturday of month)
	18:00
	
	None
	Log file
	Tier 1: In the event of failure, the job will not refresh survey data. Users need to be contacted informing them that the data is not refreshed. The batch job should be rescheduled for the next night.  The escalation procedures described below should be followed.
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then ask Operations to restart the job. Otherwise, inform Operations that no action should be taken and that the problem will be investigated the next morning

	RE000002
	The purpose of this job to populate the summary table for the PDE report (Consumer eligibility exception report)
	 N/A
	RP000064
RP000065
	6 days a week (M-Sat)
	18:00
	191
	None
	Log file
	Tier 4: In the event of failure, the job will not refresh data for the PDE report. Users need to be contacted informing them that the data is not refreshed. The batch job should be rescheduled for the next night.  The escalation procedures described below should be followed.
	Call Operations back and inform them that the job will be run the next day. Inform the track lead of the failure and help investigate the reason for failure the next morning 

	RE000003
	The purpose of this batch job is to end date the program eligibility of ACT 150 enrolled individuals who have either turned 60 or are going to be turning 60 within the next seven days (if there are no plans associated with their ACT 150 program). The end date will be one day prior to their 60th birthday. An alert will be sent to the SC/SC Supervisors for the same.
	N/A
	N/A
	7 Days
	NA
	5
	None
	Log file
	Tier 1: The escalation procedures described below should be followed.
	Call Operations and ask them to send you the log file. If the cause of the failure is a server reboot, then ask them to restart the job. Otherwise, no action should be taken.

	RE000004
	This batch finds potential duplicates from T_CNSR and updates Consumer Match information with Match scores in T_DMGRPHC_RQ and T_CNSR_DMGRPHC_RQ Match tables.


	N/A
	N/A
	5 Days a week (Mon – Fri)
	22:00
	30
	None
	Log File
	Tier 2: The escalation procedures described below should be followed.
	Call operations back and ask them to send you the log file if possible.  If the job stopped abruptly due to a server reboot, then ask Operations to restart the job. Otherwise, inform operations that no action should be taken and that the problem will be investigated the next morning.

	RE000005
	This batch is used to logically delete consumer records. Batch has a validation to wait for 30 days after a request is placed in the T_ DMGRPHC_ RQ table before logically deleting a consumer record. 

	N/A
	N/A
	5 Days a week (Mon – Fri)
	23:00
	30
	None
	Log File
	Tier 2: The escalation procedures described below should be followed.
	Call operations back and ask them to send you the log file if possible.  If the job stopped abruptly due to a server reboot, then ask Operations to restart the job. Otherwise, inform operations that no action should be taken and that the problem will be investigated the next morning.

	RP000001
	The purpose of this job is to refresh the v_cnsr_sc_profl view and the t_cnsr_sc_profl table. This is used for the ISP service removal impact report. 
	 N/A
	N/A
	5 days a week (T-Sat)
	1:47
	1
	None
	Log file
	Tier 1: In the event of failure, the job will not refresh survey data. Users need to be contacted informing them that the data is not refreshed. The batch job should be rescheduled for the next night.  The escalation procedures described below should be followed.
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000003
	The purpose of this job is to populate a summary table with information around completed monitoring for the report to be generated from.
	 N/A
	N/A
	6 days a week (M-Sat)
	22:00
	29
	None
	Log file
	Tier 1: In the event of failure, this job can be re-run. The escalation procedures described below should be followed. In addition, it may be necessary to put a bulletin up informing users that the report data has not been refreshed.
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000005
	The purpose of this job is to generate the SSD_SSCON PDF file. This is the SSD for consumer’s that includes SC entity / provider information. The PDF is located in the SSD page (external HCSIS) and the reports section under Tools -> Reports (HCSIS internal). 
	 N/A
	N/A
	Once in a month (on the 1st)

If the first day of the month is a maintenance Sunday, we can schedule the job on the Saturday before or put the job on hold and run it afterwards
	2:05
	1
	None
	Log file
	Tier 1: The escalation procedures described below should be followed.
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000006
	The purpose of this job is to generate the SSD_SSCOR PDF file. This is the SSD for SC’s that includes services. The PDF is located under Tools -> Reports (HCSIS internal).
	 N/A
	N/A
	Once in a month (on the 1st)

If the first day of the month is a maintenance Sunday, we can schedule the job to run prior to 6:00 pm or put the job on hold and run it afterwards
	2:10
	1
	None
	Log file
	Tier 1: The escalation procedures described below should be followed.
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000007
	The purpose of this job is to refresh the incident process status report table.
	 N/A
	N/A
	5 days a week (Tue-Sat)
	2:00
	30
	None
	Log file
	Tier 1: The escalation procedures described below should be followed.
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000008
	The purpose of this job is to refresh the multiple incident report table.
	RP000005
	 N/A
	5 days a week (T-Sat)
	2:30
	10
	None
	Log file
	Tier 1: The escalation procedures described below should be followed.
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000009
	The purpose of this job is to refresh the PUNS consumer report summary table. This table is used for the PUNS management report & the PUNS individual report.
	N/A
	RP000051
RP000052
	6 days a week (M-Sat)
	20:00
	11
	None
	Log file
	Tier 1: The escalation procedures described below should be followed.
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000010
	The purpose of this job is to load data for the impact of service removal & midyear rate increase impact reports (consumers ISP)
	N/A
	RP000038
RP000085 
RP000086
	6 days a week (M-Sat)
	20:00
	2
	None
	Log file
	Tier 2: The escalation procedures described below should be followed.
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000011
	Copies SSD PDFs from shared location –
\\apps\hcsis\web application\custom\ssd of web server  IIS32 to shared location \\apps\hcsis\web application\custom\ssd of web server  IIS33 and IIS37

	After RP000006 Finishes
	N/A
	Monthly (1st of the month) Note: begins 2/1/06
	
	
	
	
	 Tier 4: The escalation procedures described below should be followed.
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning.

	RP000012
	The purpose of this job is to delete the physical offline report files older than 14 days from the server
	 N/A
	N/A
	6 days a week (M-Sat)
	20:30
	1
	None
	Log file
	 Tier 4: The escalation procedures described below should be followed.
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000013
	The purpose of this job is to delete offline report requests older than 30 days from the queue
	 N/A
	N/A
	7 days
	6:15
	1
	None
	Log file
	 Tier 4: The escalation procedures described below should be followed.
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. attach the list to the daily batch status report

	RP000014
	HRP Incident Management (Report ID:1)
	 N/A
	N/A
	6 days a week (M-Sat)
	20:00
	1
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000015
	Summary of Scheduled Profiles (Report ID:2)
	 N/A
	N/A
	6 days a week (M-Sat)
	20:00
	1
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000025
	Comments Detailed by Individual (Report ID:12)
	 N/A


	N/A
	6 days a week (M-Sat)
	20:00
	1
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000026
	Compliancy Ratings Summary (Report ID:13)   The purpose of this job for OMOC users to generate the Compliancy Ratings Summary.  This fetches data from the OLTP tables.
	 N/A
	N/A
	6 days a week (M-Sat)
	20:00
	1
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000027
	Comments Summary by BSU (Report ID:14)
	 N/A
	N/A
	6 days a week (M-Sat)
	20:00
	1
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000028
	County Level Comments Summary (Report ID:15)
	 N/A
	N/A
	6 days a week (M-Sat)
	20:00
	1
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000029
	Individual Comments Detailed by Section (Report ID:16)
	 N/A
	N/A
	6 days a week (M-Sat)
	20:00
	1
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000030
	Provider Comments Detailed by Provider (Report ID:17)
	 N/A
	N/A
	6 days a week (M-Sat)
	20:00
	1
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000031
	Provider Location Review (Report ID:18)
	 N/A
	N/A
	6 days a week (M-Sat)
	20:00
	1
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000032
	OMOC Report and Action Plan (Report ID:21)
	 N/A
	N/A
	6 days a week (M-Sat)
	20:00
	1
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000035
	Individual Funding Amounts Report (Report ID:63)
	 N/A
	N/A
	6 days a week (M-Sat)
	20:00
	1
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000038
	Impact of Service Removal (Report ID:66)
	RP000010
	 N/A
	6 days a week (M-Sat)
	 
	1
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000039
	Demographics by County (Report ID:84)
	 N/A
	N/A
	6 days a week (M-Sat)
	20:00
	1
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000046
	Survey Status Report (Report ID:92)
	on last Friday of the month:  QM000000 
	 N/A
	6 days a week (M-Sat);

Last Friday of month
	20:00
	1
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000047
	Aggregate Response Report (2003-2004) (Report ID:97)
	on last Friday of the month:  QM000000 
	 N/A
	6 days a week (M-Sat);

Last Friday of month
	20:00
	1
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000048
	ISP Plan Status (Report ID:98)
	 N/A
	N/A
	6 days a week (M-Sat)
	20:00
	1
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000049
	Aggregate Response Report (2002-2003) (Report ID:99)
	on last Friday of the month:  QM000000 
	 N/A
	6 days a week (M-Sat);

Last Friday of month
	20:00
	1
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000051
	PUNS Management Report (Report ID:105)
	RP000009
	 N/A
	6 days a week (M-Sat)
	 
	1
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000052
	PUNS Individual Information (Report ID:113)
	RP000009
	 N/A
	6 days a week (M-Sat)
	 
	1
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000055
	 User Admin Administrative Analysis Report by User
	 N/A
	N/A
	6 days a week (M-Sat)
	20:00
	1
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000056
	Administrative Analysis Report by Local Admin (Report ID:117)
	 N/A
	N/A
	6 days a week (M-Sat)
	20:00
	1
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000058
	Individual Support Plan Aging Report (Report ID:119)
	 N/A
	N/A
	6 days a week (M-Sat)
	20:00
	1
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000060
	Registration-Individual Waiver/Program Report (OMAP/OSP) (Report ID:123)
	 N/A
	N/A
	6 days a week (M-Sat)
	20:00
	1
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000061
	SC-Caseload Analysis - CRC Report (OMAP/OSP) (Report ID:124)
	 N/A
	N/A
	6 days a week (M-Sat)
	20:00
	1
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000064
	 Eligibility Consumer Eligibility Data Report
	RE000002
	 N/A
	6 days a week (M-Sat)
	 
	1
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000065
	 Eligibility Consumer Eligibility Exception Report
	RE000002
	 N/A
	6 days a week (M-Sat)
	 
	1
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000080
	Aging care plan report
	 N/A
	N/A
	6 days a week (M-Sat)
	20:00
	1
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000082
	Reserves to encumbrance exception report: This transfers reserves to encumbrances and produces a report listing those reserves which could not be converted
	IS000001
	RP000106
	6 days a week (M-Sat)
	19:30
	1
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000084
	SC case management review report (OMR) (Report ID: 152)
	 
	 
	6 days a week (M-Sat)
	20:00
	1
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000085
	Mid year rate increase impact report (OMR only) (Report ID: 64)
	RP000010
	 N/A
	6 days a week (M-Sat)
	22:00
	1
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000086
	Mid year rate increase impact report (OMAP/OSP only) (Report ID: 118)
	RP000010
	 N/A
	6 days a week (M-Sat)
	22:05
	1
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000087
	Provisional Contract Report
	 N/A
	N/A
	6 days a week (M-Sat)
	21:30
	1
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000088
	Individual Benefit Detail
	 N/A
	N/A
	6 days a week (Tue-Sun)
	2:30
	1
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000089
	Reserve Appropriation Report
	 N/A
	N/A
	6 days a week (Tue-Sun)
	0:30
	1
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000090
	OMAP/OSP Utilization Summary
	 N/A
	N/A
	6 days a week (Tue-Sun)
	2:00
	1
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000092
	OMR Utilization summary report
	 N/A
	N/A
	6 days a week (Tue-Sun)
	1:00
	1
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000093
	OMR Future Funding Stream Exception report
	 N/A
	N/A
	6 days a week (M-Sat)
	20:00
	1
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000094
	OMR Provider Rates report
	 N/A
	N/A
	6 days a week (M-Sat)
	20:00
	1
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000095
	OMR Funded Amount Exceeded report
	 N/A
	N/A
	6 days a week (M-Sat)
	20:00
	1
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000097
	OMR Reserve Allocation report
	 N/A
	N/A
	6 days a week (M-Sat)
	20:00
	1
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000098
	OMR Quarterly Individual Benefit Statement report
	 N/A
	N/A
	6 days a week (Tue-Sun)
	1:00
	1
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000099
	OMR Quarterly Claims FFP report
	 N/A
	N/A
	6 days a week (Tue-Sun)
	2:00
	1
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000100
	OMR FFP by Provider
	 N/A
	N/A
	6 days a week (Tue-Sun)
	2:30
	1
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000101
	OMR Claims Adjustment report
	 N/A
	N/A
	6 days a week (Tue-Sun)
	2:00
	1
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000102
	OMR County Match report
	 N/A
	N/A
	6 days a week (M-Sat)
	20:00
	1
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000103
	OMR County funding level report
	 N/A
	N/A
	6 days a week (Tue-Sun)
	2:00
	1
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000105
	OMR Individual Benefit Detail report
	 N/A
	N/A
	6 days a week (Tue-Sun)
	1:00
	1
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000106
	OMR Reserves to Encumbrance process and exception report
	IS000001, RP000082 
	N/A 
	6 days a week (M-Sat)
	23:00
	1
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000107
	OMR Consumer Funding Stream Planning report
	 N/A
	N/A
	6 days a week (M-Sat)
	20:00
	1
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000108
	Provider service status report – Retrieves contacted and un-contracted, requested, and provisional contract services
	 N/A
	N/A
	6 days a week (M-Sat)
	20:00
	1
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000109
	Consumer Corrective Action Quality Management Report - This job is to generate consolidated - corrective actions filed in IM, Action and Recommendations filed in HRP, and Comment and Actions filed in OMOC for HCSIS Individuals
	 N/A
	N/A
	6 days a week (M-Sat)
	20:00
	1
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000110
	Reporting Batch
	 N/A
	N/A
	6 days a week (M-Sat)
	23:45
	1
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000111
	ISP Plan Status Report for OMAP/OSP
	 N/A
	N/A
	6 days a week (M-Sat)
	20:30
	10
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000112
	TSM Claim Report
	 N/A
	N/A
	6 days a week (M-S) 


	23:00
	1
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000201
	Survey Status Report for State Centers (Report ID:201)
	 N/A
	N/A
	6 days a week (M-Sat)
	19:00
	1
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000202
	Aggregate Response State Center Report (Report ID:96)
	 N/A
	N/A
	6 days a week (M-Sat) Note: begins on 1/16/06
	20:15
	
	
	
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning.

	RP000203
	Service Notes Detailed Report (Report ID:203)
	 N/A
	N/A
	6 days a week (M-Sat)
	23:00
	1
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000204
	Mass Rate Change Impact Report (Report ID:204)
	 N/A
	N/A
	6 days a week
	22:00
	
	
	
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning.

	RP000205
	Mass Rate Change Finalize Report (Report ID:205)
	 N/A
	N/A
	6 days a week
	22:30
	
	
	
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning.

	RP000207
	State Match Verification Report (Report ID:207)
	 N/A
	N/A
	6 days a week (M-Sat)
	22:00
	
	
	
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning.

	RP000210


	Case Comments List report’s batch job. The Case Comment List report lists all the billable as well as non- billable case comments based on a data range. The objective of this report is to list all such case comments including the MA eligibility of the individuals
	 N/A
	N/A
	6 days a week (M-Sat)
	22:30
	2
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning.

	RP000211


	SC Productivity Report (Report ID:211)
	 N/A
	N/A
	6 days a week (M-Sat)
	23:00
	2
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000212


	Batch job for listing transferred cases for OMR in the event of Funding County Transfers, SC Service Transfers and Entity-Entity Transfers.

	N/A
	N/A
	6 days a week (M-Sat)
	20:00


	10
	None
	Log file
	Tier 4: Notify by email.


	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning.

	Rp000213
	Service Status Report (Report ID:213)
	 N/A
	N/A
	6 days a week (M-Sat)
	22:30
	
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning.

	RP000215


	Batch job for listing cases that are closed for OMR in the event of Case Closure Request.


	N/A
	N/A
	6 days a week (M-Sat)
	20:00
	15
	None
	Log file
	Tier 4: Notify by email.


	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning.

	RP000216
	Cases Pending Assignment Report  (Report ID:223)
	 N/A
	N/A
	5 days a week (M-F)
	20:00
	
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning.

	RP000226
	OSP over 60 Report  (Report ID:226)
	 N/A
	N/A
	6 days a week (M-Sat) Note: begins 1/16/06
	20:10
	15
	None
	Log File
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning.

	RP000228


	The purpose of this job is to generate Provider Qualification - Service Specialties Status Report
	N/A
	N/A
	6 days a week (M-Sat) Note: begins 3/23/06
	19:00
	10
	None
	Log file
	Tier 4: Notify by email.


	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning.

	RP000229


	The purpose of this job is to generate Provider Qualification - Application Status Report 
	N/A
	N/A
	6 days a week (M-Sat) Note: begins 3/23/06)
	19:00
	10
	None
	Log file
	Tier 4: Notify by email.


	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning.

	RP000230


	The purpose of this job is to get the PUNS Detail Information with Individual Data.
	N/A
	N/A
	7 days a week Note: begins 03/24/06
	22:00
	10
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000232


	The purpose of this job is to get the SC Monitoring Detail Information with Individual Data.
	N/A
	N/A
	7 days a week Note: begins 03/24/06
	20:30
	Between 

10  and 60 
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000234
	This job, should run once a day and get the Demographic Detail Information along with Pre-Survey Data to display it in IM4Q Consumer Pre-Survey Report.


	N/A
	N/A
	6 days a week (M-Sat)
	19:00
	30
	None
	Log File
	Tier 1: The escalation procedures described below should be followed.
	Call Operations and ask them to send you the log file. If the cause of the failure is a server reboot, then ask them to restart the job. Otherwise, no action should be taken

	RP000237
	The purpose of this job is to generate ISP Plus plan status report.

Not Scheduled as DOH is not gone live.
	N/A
	N/A
	6 days a week (M-Sat)
	19:00
	10
	None
	Log File
	Tier 4: Notify by email.
	Call Operations back and inform them that the job will be run the next day. Inform the track lead of the failure and help investigate the reason for failure the next morning

	RP000238
	The purpose of this job is to generate ISP Plus aging report.

Not Scheduled as DOH is not gone live.
	N/A
	N/A
	6 days a week (M-Sat)
	19:10
	10
	None
	Log File
	Tier 4: Notify by email.
	Call Operations back and inform them that the job will be run the next day. Inform the track lead of the failure and help investigate the reason for failure the next morning

	RP000239
	The purpose of this job is to generate reserve to encumbrance exception report.

Not Scheduled as DOH is not gone live.
	N/A
	N/A
	6 days a week (M-Sat)
	19:20
	10
	None
	Log File
	Tier 4: Notify by email.
	Call Operations back and inform them that the job will be run the next day. Inform the track lead of the failure and help investigate the reason for failure the next morning

	RP000240
	The purpose of this job is to generate utilization summary report for DOH Program Offices.

Not Scheduled as DOH is not gone live.
	N/A
	N/A
	6 days a week (M-Sat)
	19:30
	10
	None
	Log File
	Tier 4: Notify by email.
	Call Operations back and inform them that the job will be run the next day. Inform the track lead of the failure and help investigate the reason for failure the next morning

	RP000241
	The purpose of this job is to generate Individual Benefit details report for DOH Program offices.

Not Scheduled as DOH is not gone live.
	N/A
	N/A
	6 days a week (M-Sat)
	19:40
	10
	None
	Log File
	Tier 4: Notify by email.
	Call Operations back and inform them that the job will be run the next day. Inform the track lead of the failure and help investigate the reason for failure the next morning

	RP000242
	Process the Provider Location service report requests.


	N/A
	N/A
	5 Days a week (Mon – Fri)
	22:30
	20
	None
	Log File
	Tier3: The escalation procedures described below should be followed.
	Ask Operations personnel to e-mail you log file. If they do, check the log and determine the reason for failure. If the job stopped abruptly, ask Operations to restart it again. If the jobs encountered a different error, wait until the next morning and inform the track lead of the failure. Also include the failure in the daily batch status report

	RP000246
	This batch job creates the Individualized Rates Financial Report
	N/A
	N/A
	6 Days a week (Mon – Sat)
	19:00
	30
	None
	Log file
	Tier 4: Notify by email.
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning.

	RP000247
	This batch job creates the Services Total Compared to Funding Amount Financial Report.
	N/A
	N/A
	6 Days a week (Mon – Sat)
	19:00
	30
	None
	Log file
	Tier 4: Notify by email.
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning.

	RP000248
	This batch job creates the Rate Comparison Financial Report.
	N/A
	N/A
	6 Days a week (Mon – Sat)
	19:00
	30
	None
	Log file
	Tier 4: Notify by email.
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning.

	RP000249
	This batch job creates the Individualized Rate Comparison Financial Report.
	N/A
	N/A
	6 Days a week (Mon – Sat)
	19:00
	30
	None
	Log file
	Tier 4: Notify by email.
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning.

	RP000250
	The purpose of this job is to generate the ISP Approval Inventory Trend Metrics Report


	N/A
	N/A
	5 Days a week (Mon – Fri)
	19:00
	30
	None
	Log file
	Tier 4: Notify by email.
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning.

	RP000251
	The purpose of this job is to generate the ISP Approval Staff Productivity Metrics Report


	N/A
	N/A
	5 Days a week (Mon – Fri)
	19:00
	30
	None
	Log file
	Tier 4: Notify by email.
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning.

	RP000252
	The purpose of this job is to generate ISP Approval Inventory Metrics Report


	N/A
	N/A
	5 Days a week (Mon – Fri)
	19:00
	15
	None
	Log file
	Tier 4: Notify by email.
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning.

	RP000253
	The purpose of this job is to generate ISP Approval Staff Productivity Trend Metrics Report


	N/A
	N/A
	5 Days a week (Mon – Fri)
	19:00
	30
	None
	Log file
	Tier 4: Notify by email.
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning.

	RP000254
	The purpose of this job is to generate ISP Approval Timeliness Metrics Report


	N/A
	N/A
	5 Days a week (Mon – Fri)
	19:00
	30
	None
	Log file
	Tier 4: Notify by email.
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning.

	RP000255
	The purpose of this job is to get the Consumer Detail Information like Demographics, Eligibility Determination, ISP, SC Individual Monitoring, PUNS etc. 


	N/A
	N/A
	5 Days a week (Mon – Fri)
	19:00
	5
	None
	Log file
	Tier 4: Notify by email.
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning.

	RP000256

	The purpose of this job is to generate Consumer Demographics Report – The report is to provide a list of BAS Consumers
	N/A
	N/A
	5 Days a week (Mon – Fri)
	20:00
	30
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	RP000257

	The purpose of this job is to generate Waiver/Program Enrollment Status Report - The purpose of this report is to provide enrollment status of Autism consumers
	N/A
	N/A
	5 Days a week (Mon – Fri)
	20:00
	30
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations back and ask them to send you the log file if possible. If the job stopped abruptly due a server reboot, then restart the job. Otherwise, no action should be taken and the problem will be investigated the next morning. Next morning, inform the track lead of the failure and obtain a list of impacted users by selecting failed or pending report requests from T_REPORT_RQ. Attach the list to the daily batch status report

	SC000000
	The purpose of this job is to put new non-billable case comments into restricted edit mode (R/O). This job runs on the 4th and 19th of every month. 
	N/A 
	SC000003
	4th and 19th of each month

If maintenance Sunday happens to fall on the 3rd or the 18th of the month, then this job should be put on hold and run after maintenance is over
	00:15
	1
	None
	Log file
	Tier 1: Notify by email and do not run successor batch job (SC000003) 
	Call Operations and ask them to send you the log file. If the cause of the failure is a server reboot, then ask them to restart the job. Otherwise instruct them not to run the successor.

	SC000003
	Consolidate claims - Update the database with claim and service line information from case comments that will form the 837 file
	SC000000
	SC000004
	4th and 19th of each month

If maintenance Sunday happens to fall on the 3rd or the 18th of the month, then this job should be put on hold and run after maintenance is over
	00:15
	36
	None
	Log file
	Tier 1: Notify by email and do not run successor batch job (SC000004)
	Call Operations and inform them that a data fix is required before this job can run again

	SC000004
	Create HIPAA compliant TSM billing 837 file in EDI format in designated temp folder. This file will then be manually uploaded to PROMISe bulletin Board
	SC000003
	SC000005
	4th and 19th of each month

If maintenance Sunday happens to fall on the 3rd or the 18th of the month, then this job should be put on hold and run after maintenance is over
	00:15
	6
	None
	Log file
	Tier 2: Notify by email and do not run successor batch job (SC000005)
	Call Operations and inform them that a data fix is required before this job can run again

	SC000005
	Create TSM billing extract files (mirror bills) in same folder as 837 file for SC entities. These files are then copied on a distribution media by HCSIS HelpDesk to be mailed to SC entities.
	SC000004
	 N/A
	4th and 19th of each month

If maintenance Sunday happens to fall on the 3rd or the 18th of the month, then this job should be put on hold and run after maintenance is over
	00:15
	14
	None
	Log file
	Tier 2: Notify by email.
	Call Operations and ask them to send you the log file. If the cause of the failure is a server reboot, then ask them to restart the job. Otherwise, no action should be taken

	SC000006
	Read and process the 835 files from DataFiles folder and apply to HCSIS database
	SC000013
	SC000007
	Once a week (Tuesday)
	19:00
	1
	None
	Log file
	Tier 2: Notify by email and do not run successor batch jobs (SC000007 & SC000014)
	Call Operations and inform them that no action should be taken at this time. Successor jobs should not run

	SC000007
	Generate alerts for system edited claims when claim status is partially paid or denied
	SC000006
	 N/A
	Once a week (Tuesday)
	19:00
	1
	None
	Log file
	Tier 2: Notify by email.
	Call Operations and ask them to send you the log file. If the cause of the failure is a server reboot, then ask them to restart the job. Otherwise, no action should be taken

	SC000010
	This job processes Case Comments requests for Remote Data Entry (RDE)
	N/A
	N/A
	6 days a week (Mon – Sat)
	20:00
	1
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations and ask them to restart the job. Inform the track lead of the failure the next morning. Track lead will perform an impact analysis and the help desk will inform impacted users.

	SC000013
	Copy the 835 files delivered by Web Methods application in the DataExchange folder to DataFiles folder where another batch job can process it. This job will read from PilotEntity.txt File, move pilot entity files to DataFiles folder to process further and move non-pilot entity files to Backup folder. 
	The Argus file watcher looks for trigger file transmission.complete.end in \\pwishbgiis32\Apps\HCSIS\WebApplication\Custom\DataExchange\TSM\IN prior to starting.
	SC000006
	Once a week (Tuesday)
	19:00
	1
	None
	Log file
	Tier 2: Notify by email and do not run successor batch job (SC000006)
	Call Operations and ask them to send you the log file. If the cause of the failure is a server reboot, then ask them to restart the job. Otherwise, no action should be taken

	SC000014
	Zip 835 files from DataFiles folder and place in Archives folder
	SC000006
	 N/A
	Once a week (Tuesday)
	19:00
	1
	None
	Log file
	Tier 3: Notify by email.
	Call Operations and ask them to send you the log file. If the cause of the failure is a server reboot, then ask them to restart the job. Otherwise, no action should be taken

	SC000015
	Purge 835 files from Archives folder based on purge criteria (files older than 365 days)
	 N/A
	N/A
	Once a month (First of the month)
	1:00
	1
	None
	Log file
	Tier 4: Notify by email.
	Call Operations and ask them to send you the log file. If the cause of the failure is a server reboot, then ask them to restart the job. Otherwise, no action should be taken

	SC000020


	Run the Case Closure Batch and update the status of the record to closed. If the case could not be closed, log the event for pending review.


	RP000103


	N/A
	7 days


	2:00
	29
	None
	Log file
	Tier 2: Notify by email.

l.
	

	SC000022
	The purpose of this batch is to remove the consumer organization relationship with has expired (t_cnsr_orgn_fact)
	N/A
	N/A
	7 days
	
	10
	None
	Log file
	Tier 2: The escalation procedures described below should be followed.
	Call Operations and ask them to send you the log file. If the cause of the failure is a server reboot, then ask them to restart the job. Otherwise, no action should be taken.

	SC000023
	The purpose of this batch is to remove the work organization relationship with has expired (t_orgn_work)
	N/A
	N/A
	7 days
	
	10
	None
	Log file
	Tier 2: The escalation procedures described below should be followed.
	Call Operations and ask them to send you the log file. If the cause of the failure is a server reboot, then ask them to restart the job. Otherwise, no action should be taken.

	SC000024
	The purpose of this batch job is to automatically refer back the transfer from another agency or entity, in case of not accepting the transfer after 15 days of transfer initiation.
	N/A
	N/A
	5 days a week (M-Fri)
	20:00
	30
	None
	Log file
	Tier 3: The escalation procedures described below should be followed.
	Call Operations and ask them to send you the log file. If the cause of the failure is a server reboot, then ask them to restart the job. Otherwise, no action should be taken

	US000000
	This job, should run once a day and synchronize modified users accounts and privileges from CWOPA/PWMUSER active directory with HCSIS Database.


	US000002
	US000001
	6 days a week (M-Sat)
	18:00
	5
	None
	Log File & tst File
	Tier 1: The escalation procedures described below should be followed.
	Call Operations and ask them to send you the log file. If the cause of the failure is a server reboot, then ask them to restart the job. Otherwise, no action should be taken.

Check .tst (\apps\HCSIS\Application\Batch\Temp) file for each record. Each record should have “0” appended at the last indicating successful sync without any error. Report to USEC team for all error records.

	US000001
	This job synchronizes user demographic information from CWOPA/PWMUSER repositories to HCSIS database.


	N/A
	N/A
	6 days a week (M-Sat)
	18:00
	10
	None
	Log File & tst File
	Tier 1: The escalation procedures described below should be followed.
	Call Operations and ask them to send you the log file. If the cause of the failure is a server reboot, then ask them to restart the job. Otherwise, no action should be taken.

Check .tst (\apps\HCSIS\Application\Batch\Temp) file for each record. Each record should have “0” appended at the last indicating successful sync without any error. Report to USEC team for all error records.

	US000002
	This job, should run once a day and creates xml file imval.xml. The xml file contains all compatible roles for a scope.


	US000004
	US000000
	6 days a week (M-Sat)
	18:00
	2
	None
	Log File
	Tier 1: The escalation procedures described below should be followed.
	Call Operations and ask them to send you the log file. If the cause of the failure is a server reboot, then ask them to restart the job. Otherwise, no action should be taken

	US000004
	This job, should run once a day and is used to create xml files utscp.xml, utim4q.xml and orglist.properties file.
Utscp.xml contains data for a scope what are the compatible scopes.

Utim4.xml contains data for IM4QMULTICOUNTY JOINDER what are the compatible scopes.
Orglist.properties file contains all scope id with their description.

	N/A
	US000002
	6 days a week (M-Sat)
	18:00
	2
	None
	Log File
	Tier 1: The escalation procedures described below should be followed.
	Call Operations and ask them to send you the log file. If the cause of the failure is a server reboot, then ask them to restart the job. Otherwise, no action should be taken

	US000012
	This job, should once a day and copy xml files imval.xml, utscp.xml and utim4q.xml from hcisis web server to USEC server.


	N/A
	N/A
	6 days a week (M-Sat)
	20:30
	2
	None
	Log File
	Tier 1: The escalation procedures described below should be followed.
	Call Operations and ask them to send you the log file. If the cause of the failure is a server reboot, then ask them to restart the job. Otherwise, no action should be taken

	US000014
	This job, should once a day and copy properties file orgidlist.properties from hcsis web server to USEC server.


	N/A
	N/A
	6 days a week (M-Sat)
	20:30
	2
	None
	Log File
	Tier 1: The escalation procedures described below should be followed.
	Call Operations and ask them to send you the log file. If the cause of the failure is a server reboot, then ask them to restart the job. Otherwise, no action should be taken

	UT000000
	The purpose of this job is to test batch infrastructure
	 N/A
	UT000001
	5 days a week (T-Sat)
	3:25
	1
	None
	Log file
	Tier 4: The event of failure may be indicative of a problem with the batch infrastructure / environment.
	Call Operations and ask them to send you the log file. If the cause of the failure is a server reboot, then ask them to restart the job. Otherwise, no action should be taken

	UT000001
	The purpose of this job is to export reference table and menu information from ORACLE to persistent ADO record sets on the file system.
	UT000000
	UT000010
	5 days a week (T-Sat)
	3:35
	6
	None
	Log file
	Tier 4: In the event of failure, this job does not have to be re-run UNLESS a data fix or migration has occurred in the past 24 hours after the last successful run. If not, it can run in its next scheduled window.  The escalation procedures described below should be followed.
	Call Operations and ask them to send you the log file. If the cause of the failure is a server reboot, then ask them to restart the job. Otherwise, no action should be taken

	UT000005
	The purpose of this job is to clean up extract directory structure by purging old and data extract files set to be deleted.
	 N/A
	N/A
	5 days a week (T-Sat)
	2:00
	2
	None
	Log file
	Tier 4: The escalation procedures described below should be followed.
	Call Operations and ask them to send you the log file. If the cause of the failure is a server reboot, then ask them to restart the job. Otherwise, no action should be taken

	UT000007
	
	 N/A
	N/A
	6 days a week (M-Sat)
	19:45
	1
	None
	Log file
	Tier 2: Escalation procedures are outlined below and in the offline on-call troubleshooting document
	Call Operations and ask them to send you the log file. If the cause of the failure is a server reboot, then ask them to restart the job. Otherwise, no action should be taken

	UT000010
	The purpose of this job is to delete old logs.
	UT000001
	 N/A
	5 days a week (M-F)
	23:25
	1
	None
	Log file
	Tier 4: The escalation procedures described below should be followed.
	Call Operations and ask them to send you the log file. If the cause of the failure is a server reboot, then ask them to restart the job. Otherwise, no action should be taken

	UT000020
	The purpose of this job is to export master doc id/ page id/prompts to the ADT file system.
	 N/A
	N/A
	5 days a week (T-Sat)
	3:30
	26
	None
	Log file
	Tier 4: In the event of failure, this job does not have to be re-run UNLESS a data fix or migration has occurred in the past 24 hours after the last successful run. If not, it can run in its next scheduled window.  The escalation procedures described below should be followed.
	Call Operations and ask them to send you the log file. If the cause of the failure is a server reboot, then ask them to restart the job. Otherwise, no action should be taken

	UT000021
	The purpose of this job is to export page URL/ page id/page name to the ADT file system for the go to box.
	 N/A
	N/A
	5 days a week (T-Sat)
	3:35
	2
	None
	Log file
	Tier 4: In the event of failure, this job does not have to be re-run UNLESS a data fix or migration has occurred in the past 24 hours after the last successful run. If not, it can run in its next scheduled window.  The escalation procedures described below should be followed.
	Call Operations and ask them to send you the log file. If the cause of the failure is a server reboot, then ask them to restart the job. Otherwise, no action should be taken

	UT000022
	The purpose of this job is to export page URL/ page id to the ADT file system (T_NAVIG).
	 N/A
	N/A
	5 days a week (T-Sat)
	3:40
	1
	None
	Log file
	Tier 4: In the event of failure, this job does not have to be re-run UNLESS a data fix or migration has occurred in the past 24 hours after the last successful run. If not, it can run in its next scheduled window.  The escalation procedures described below should be followed.
	Call Operations and ask them to send you the log file. If the cause of the failure is a server reboot, then ask them to restart the job. Otherwise, no action should be taken

	UT000023
	The purpose of this job is to export language id/ screen id/ page id/page name to the ADT file system (T_SURVEY).
	 N/A
	N/A
	5 days a week (T-Sat)
	3:45
	1
	None
	Log file
	Tier 4: In the event of failure, this job does not have to be re-run UNLESS a data fix or migration has occurred in the past 24 hours after the last successful run. If not, it can run in its next scheduled window.  The escalation procedures described below should be followed.
	Call Operations and ask them to send you the log file. If the cause of the failure is a server reboot, then ask them to restart the job. Otherwise, no action should be taken

	UT000024
	The purpose of this job is to remove all session variable records from the state manager table which are older than 24 hours.
	 N/A
	N/A
	5 days a week (M-F)
	23:00
	1
	None
	Log file
	Tier 4: The escalation procedures described below should be followed.
	Call Operations and ask them to send you the log file. If the cause of the failure is a server reboot, then ask them to restart the job. Otherwise, no action should be taken

	UT000026
	The purpose of this job is to refresh the T_USER table with updated user account information.
	 N/A
	N/A
	5 days a week (M-F)
	12:30 & 18:30
	1
	None
	Log file
	Tier 4: The escalation procedures described below should be followed.
	Call Operations and ask them to send you the log file. If the cause of the failure is a server reboot, then ask them to restart the job. Otherwise, no action should be taken

	UT000027
	The purpose of this job is to delete duplicate responses from the T_RESP table. It is a predecessor to batch jobs IM000003 and QM00000. 
	 N/A
	IM000003
	Once a week (Saturday);

Last Friday of month
	21:00 (Weekly) & 17:30 (Monthly)
	45
	None
	Log file
	Tier 1: The escalation procedures described below should be followed. This job’s successors are dependent on its successful run. In the event of failure, the cause of failure needs to be identified, and then the job needs to be re-run. Since this job has dependencies, it will be necessary to re-run its successors.
	Call Operations and ask them to send you the log file. If the cause of the failure is a server reboot, then ask them to restart the job. Otherwise, no action should be taken

	UT000029
	Batch Application for Data Extracts
	 N/A
	N/A
	6 days a week – Not Scheduled
	
	
	
	
	
	

	UT000030
	This job archives exception logs and loads the contents of each log into the database.
	 N/A
	N/A
	5 days a week (M-F)
	21:05
	1
	 
	Log file
	Tier 4: The escalation procedures described below should be followed.
	Call Operations and ask them to send you the log file. If the cause of the failure is a server reboot, then ask them to restart the job. Otherwise, no action should be taken

	UT000034
	The batch job is used to purge the data in HCSIS.T_CHANGE_RQ, HCSIS.T_CHANGE_RQ_QUEUE, HCSIS.T_SERV_CHANGE_RQ and HCSIS.T_MASS_RATE_CHANGE_RQ tables that are more than one year old.


	 N/A
	N/A
	Once a Year (Last day of every fiscal year)
	01:30
	20
	None
	Log file
	Tier 4: The escalation procedures described below should be followed.
	Call Operations and ask them to send you the log file. If the cause of the failure is a server reboot, then ask them to restart the job. Otherwise, no action should be taken

	UT000035
	The batch job is used to copy ADT files from batch web server to other web servers.


	 N/A
	N/A
	5 days a week (M-F)
	04:30
	10
	None
	Log file
	Tier 4: The escalation procedures described below should be followed.
	Call Operations and ask them to send you the log file. If the cause of the failure is a server reboot, then ask them to restart the job. Otherwise, no action should be taken


Escalation Procedures

The following escalation procedures will be followed from an operations domain perspective.

Batch Failure:  *BIS overnight support for HCSIS jobs

At a predetermined hour, the overnight support staff should determine if HCSIS jobs listed above have run successfully or not. Based on pre-determined categories, action will be required for resolving batch issues:

Tier 1 (example- payments processing, critical reports generation, work-flow management, alerts)
Batch job needs to be monitored at time of completion
Notification of error / failure is required (Contact is the HCSIS on-call support 1)
Dependent /downstream processes must be held in event of error / failure
Fix prior to next day online is required 
Tier 2 (example month-end processes, business-cycle sensitive processing)
Batch job needs to be monitored at time of completion

Notification of error / failure is required (Contact is the HCSIS on-call support 1)
Dependent /downstream processes may have to be held in event of error / failure* 

Fix prior to next day online may be required in event of error / failure*

These conditions may be evaluated based on time sensitive situations (i.e. month-end, quarter-end, etc.) 

Tier 3 (example - offline interfaces/ transmissions, status administration of non-critical records)

Batch job needs to be monitored on a daily basis
Fix may be required, but will not impact online processing 
Subsequent batch execution may have to be held until issue is resolved
Tier 4 (example - database purge processes)

Batch job needs to be monitored on a daily basis

Fix may be required, but will not impact online processing 

Subsequent batch execution can occur as processing will "roll-over" 
Notification Contacts

	Team
	Contact Person
	Email
	Work Telephone
	Alternate Number

	On-Call HCSIS Support - Cell Phone
	Rotates
	
	(717) 315-6922
	

	Deloitte Operations Contact 

Reports, Extracts  (including extract utility), Alerts,  notices
	Dominic Barbosa, Tushar Advankar
	dbarbosa@deloitte.com
tadvankar@deloitte.com

	(717) 695-5374

(717) 695-5363
	717-364-2277

317-590-6455

	DTC Operations
	Santosh Dharanikota
	sdharanikota@deloitte.com

	(717) 695-5854
	

	DTC DBA
	Sunil Chaudhary
	sunil.chadry@my2way.com, 

schaudhary@deloitte.com

	(717) 695-5300
	 

	DTC DBA
	Sanjay Pandey
	c-spandey@state.pa.us
	(717) 695-5440
	

	BIS support staff
	Wayne Mumau
	wmumau@state.pa.us 
	(717) 772-7700
	


Appendix A: HCSIS Offline Reports:

For offline support, see the Offline Reports On-Call Troubleshooting Guide in the batch folder

	#
	Batch Job Name
	Report Description and ID

	Dependencies
	Run time (24H format)

	1
	RP000014
	HRP Incident Management (Report ID:1)
	
	20:00

	2
	RP000015
	Summary of Scheduled Profiles (Report ID:2)
	
	20:00

	3
	RP000025
	Comments Detailed by Individual (Report ID:12)
	
	20:00

	4
	RP000026
	Compliancy Ratings Summary (Report ID:13)
	
	20:00

	5
	RP000027
	Comments Summary by BSU (Report ID:14)
	
	20:00

	6
	RP000028
	County Level Comments Summary (Report ID:15)
	
	20:00

	7
	RP000029
	Individual Comments Detailed by Section (Report ID:16)
	
	20:00

	8
	RP000030
	Provider Comments Detailed by Provider (Report ID:17)
	
	20:00

	9
	RP000031
	Provider Location Review (Report ID:18)
	
	20:00

	10
	RP000032
	OMOC Report and Action Plan (Report ID:21)
	
	20:00

	11
	RP000035
	Individual Funding Amounts Report (Report ID:63)
	
	20:00

	12
	RP000038
	Impact of Service Removal (Report ID:66)
	RP000010
	

	13
	RP000039
	Demographics by County (Report ID:84)
	
	20:00

	14
	RP000046
	Survey Status Report (Report ID:92)
	QM000000 
	

	15
	RP000047
	Aggregate Response Report (2003-2004) (Report ID:97)
	QM000000 
	

	16
	RP000048
	ISP Plan Status (Report ID:98)
	
	20:00

	17
	RP000049
	Aggregate Response Report (2002-2003) (Report ID:99)
	QM000000 
	

	18
	RP000051
	PUNS Management Report (Report ID:105)
	RP000009
	

	19
	RP000052
	PUNS Individual Information (Report ID:113)
	RP000009
	

	20
	RP000055
	User Admin Administrative Analysis Report by User
	
	20:00

	21
	RP000056
	Administrative Analysis Report by Local Admin (Report ID:117)
	
	20:00

	22
	RP000058
	Individual Support Plan Aging Report (Report ID:119)
	
	20:00

	23
	RP000060
	Registration-Individual Waiver/Program Report (OMAP/OSP) (Report ID:123)
	
	20:00

	24
	RP000061
	SC-Caseload Analysis - CRC Report (OMAP/OSP) (Report ID:124)
	
	20:00

	25
	RP000064
	Consumer Eligibility Data Report
	re000002
	

	26
	RP000065
	Consumer Eligibility Exception Report
	re000002
	

	27
	RP000080
	Aging care plan report
	
	20:00

	28
	RP000082
	Reserves to encumbrance exception report: This transfers reserves to encumbrances and produces a report listing those reserves which could not be converted
	IS000001
	21:30

	29
	RP000084
	SC case management review report (OMR) (Report ID: 152)
	
	20:00

	30
	RP000085
	Mid year rate increase impact report (OMR only) (Report ID: 64)
	RP000010
	22:00

	31
	RP000086
	Mid year rate increase impact report (OMAP/OSP only) (Report ID: 118)
	RP000010
	22:05

	32
	RP000087
	Provisional Contract Report
	
	21:30

	33
	RP000088
	Individual Benefit Detail
	
	02:30

	34
	RP000089
	Reserve Appropriation Report
	
	00:30

	35
	RP000090
	OMAP/OSP Utilization Summary
	
	02:00

	36
	RP000092
	OMR Utilization summary report
	
	1:00

	38
	RP000093
	OMR Future Funding Stream Exception report
	
	20:00

	39
	RP000094
	OMR Provider Rates report
	
	20:00

	40
	RP000095
	OMR Funded Amount Exceeded report
	
	20:00

	41
	RP000097
	OMR Reserve Allocation report
	
	20:00

	42
	RP000098
	OMR Quarterly Individual Benefit Statement report
	
	1:00

	43
	RP000099
	OMR Quarterly Claims FFP report
	
	2:00

	44
	RP000100
	OMR FFP by Provider
	
	2:30

	45
	RP000101
	OMR Claims Adjustment report
	
	2:00

	46
	RP000102
	OMR County Match report
	
	20:00

	47
	RP000103
	OMR County funding level report
	
	2:00

	48
	RP000105
	OMR Individual Benefit Detail report
	
	1:00

	49
	RP000106
	OMR Reserves to Encumbrance process and exception report
	
	23:00

	50
	RP000107
	OMR Consumer Funding Stream Planning report
	
	20:00

	51
	RP000108
	Provider service status report – Retrieves contacted and un-contracted, requested, and provisional contract services
	
	20:00

	52
	RP000109
	Consumer Corrective Action Quality Management Report
	
	20:00

	53
	RP000112
	TSM Claim Report
	
	19:00

	54
	RP000201
	Reporting Batch
	
	23:00

	55
	RP000203
	Reporting Batch
	
	22:00

	56
	RP000204
	The purpose of this job is to produce the impact report for the mass rate change process
	
	22:00

	57
	RP000205
	The purpose of this job is to finalize the mass rate change request or produce an exception report when errors encountered
	RP000204
	22:00

	58
	RP000207
	Batch Job for State Match verification report.  The State Match Verification Report lists all the billable case comments based on a date range. The objective of this report is to show what has been or will be billed by the SC entity to the county for the purpose of claim processing. SC entities do so, to verify ahead of actual billing that their claims will be processed and paid.
	
	22:30

	59
	RP000210
	Case Comments List report’s batch job. The Case Comment List report lists all the billable as well as non-billable case comments based on a date range. The objective of this report is to list all such case comments including the MA eligibility of the individuals.


	
	22:30

	60
	RP000211
	Batch Job for SC Productivity report. The SC Productivity report tracks the productivity of Supports Coordinators. This report displays the variance between the target and actual units of billable and non-billable case comments. The report also shows the difference between date of contact and the date of entry of the case comment as a measure of productivity.
	
	23:00

	61
	RP000212
	Batch job for listing transferred cases for OMR in the event of Funding County Transfers, SC Service Transfers and Entity-Entity Transfers.
	
	20:00

	62
	RP000213
	The purpose of this job is to create a report listing the status of services for a county.
	
	22:00

	63
	RP000215
	Batch job for listing cases that are closed for OMR in the event of Case Closure Request.
	
	20:00

	64
	RP000237
	The purpose of this job is to generate ISP Plus plan status report.
	
	19:00

	65
	RP000238
	The purpose of this job is to generate ISP Plus aging report.
	
	19:10

	66
	RP000239
	The purpose of this job is to generate reserve to encumbrance exception report.  
	
	19:20

	67
	RP000240
	The purpose of this job is to generate utilization summary report for DOH Program office(s).
	
	19:30

	68
	RP000241
	The purpose of this job is to generate Individual Benefit details report for DOH Program offices.
	
	19:40

	69
	RP000234
	The purpose of this job is to generate IM4Q Consumer Pre-Survey Report (Report ID: 227) for IM4Q.
	
	19:00

	70
	RP000242
	Process the Provider Location service report requests.


	
	22:30

	71
	RP000246
	This batch job creates the Individualized Rates Financial Report
	
	19:00

	72
	RP000247
	This batch job creates the Services Total Compared to Funding Amount Financial Report.
	
	19:00

	73
	RP000248
	This batch job creates the Rate Comparison Financial Report.
	
	19:00

	74
	RP000249
	This batch job creates the Individualized Rate Comparison Financial Report.
	
	19:00

	75
	RP000250
	The purpose of this job is to generate the ISP Approval Inventory Trend Metrics Report
	
	19:00

	76
	RP000251
	The purpose of this job is to generate the ISP Approval Staff Productivity Metrics Report
	
	19:00

	77
	RP000252
	The purpose of this job is to generate ISP Approval Inventory Metrics Report
	
	19:00

	78
	RP000253
	The purpose of this job is to generate ISP Approval Staff Productivity Trend Metrics Report
	
	19:00

	79
	RP000254
	The purpose of this job is to generate ISP Approval Timeliness Metrics Report
	
	19:00

	80
	RP000255
	The purpose of this job is to get the Consumer Detail Information like Demographics, Eligibility Determination, ISP, SC Individual Monitoring, PUNS etc.
	
	19:00


Refresh Schedule:
All standards and referenced documentation identified in this standard will be subject to review and possible revision annually or upon request by the DPW Information Technology Standards Team. 
Procedure Revision Log:

	Change Date
	Ver
	Change Description
	Author & Organization

	04/29/2005
	1.0
	Initial creation.
	Susan Pracht

	04/11/0206
	2.0
	Updated frequency for all batch jobs
	Dominic Barbosa

	04/26/2006
	3.0
	Release 5.4.1

US000000, US000001, US000002,  US000004, US000010, US000012

Release 5.5.0

RP000234, RP000237, RP000238, RP000239, RP000240, RP000241, CI000007, RE000003, SC000022, SC000023, FI000020,FI000021, 
	Dominic Barbosa

	07/10/2006
	4.0
	Updated DOH batch jobs
	Dominic Barbosa

	09/11/2006
	5.0
	Release 5.6.0

AL000018, RP000242


	Dominic Barbosa

	11/12/2006
	6.0
	Updated naming standards for batch jobs for batch jobs which run twice a day (IM000004)
	Dominic Barbosa

	12/09/2006
	7.0
	ET000015, RE000004 and RE000005
	Dominic Barbosa

	04/24/2007
	8.0
	RP000246, RP000247, RP000248, RP000249 and UT000034
	Prakash Chandwani

	06/06/2007
	9.0
	1. New batch jobs – 

RP000250, RP000251, RP000252, RP000253, RP000254, RP000255, AL000019, AL000020.

2. Updated the Contact Information for HCSIS, SSC and BIS

3. Included the HCSIS Cell Phone Number for Batch Support and Prod calls
	Prakash Chandwani

	06/26/2007
	9.1
	Changed the schedule of the following batch jobs to prevent the impact of IIS32 server shutdown (3:00 – 4:00) on these jobs – 

MQ000003, RP000007, RP000008, AG000009.

Also, the schedule for the following jobs was changed so that they do not run during the maintenance window (18:00 – 24:00) on Sundays – 

SC000010, AL000018, FI000005, RP000204, RP000205
	Prakash Chandwani

	07/05/2007
	9.2
	Changed the schedule of the following batch jobs to prevent them from running past 6:00 AM – 

IS000001, RP000082 and RP000106.

New batch jobs – 

MQ000001, MQ000002 and MQ000004
	Prakash Chandwani

	08/24/2007
	5.10.0
	New batch jobs – 

SC000024, RP000256, RP000257
	Dominic Barbosa

	12/20/2007
	5.11.0
	Release 5.11.0
	New batch jobs –

AL000002, UT000035


HCSIS Batch Operations Manual.doc

Page 80 of 80

